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ARTICLE INFO ABSTRACT
Article history: This paper presents a technique for guide thelpespo are hearing impaired using
Received 10 December 2015 audio classification and categorization. Here weeguing to get the audio signal as the
Accepted 28 January 2016 input from the environment and display the outputhie form of either text or symbol.
Available online 10 February 2016 This is done in two steps namely wavelet transfadich finds the features of audio
signal and support vector machine which classiéied categorizes the audio signal.
Keywords: Even though many methods are available to claasifiycategorize the audio signal, the
Hearing impaired, Voice recognition above mentioned techniques give 90% to 100% acgurad classification errors are

reduced from 8% to 3%.

INTRODUCTION

In the age of digital information, audio data hasdoee an important part in many modern computer
applications. A typical multimedia database oftemtains millions of audio clips, including enviroantal
sounds, machine noise, music, animal sounds, spsmaids, and other nonspeech utterances. The peed t
automatically recognize to which class an audimddoelongs makes audio classification and categfiiz an
emerging and important research area. In generdip @lassification and categorization can be peré in two
steps. In the first step, an audio sound is redtices small set of parameters using various feauteaction
techniques, and in the second step, classificatiocategorization algorithms ranging from simplecktean
distance methods to sophisticated statistical igols are carried out over these parameters. Tioa®f of an
audio classification or categorization system ddpean the ability to capture proper audio featuaed to
accurately classify each feature set corresportdiitg own class.

Many researchers (Wood, E., 1996; Lu, L., 2002)ehstudied or proposed methods capable of extgctin
audio features from a sound. In one of the mosibietprevious works, Wolet al. (1996) presented a system
called “Muscle Fish,” in which statistical valugscluding means, variances, and autocorrelationse¥eral
time- and frequency-domain measurements are usegptesent various perceptual features such asémsd
brightness, bandwidth, pitch, and timbre. Recently(2000) presented a method for content-basedoaud
classification and retrieval. The features seleated.i, S.Z., 2000) are combinations of mel-fregog cepstral
features (MFCCs) and other perceptual featuresudimty brightness, bandwidth, subband energies,thad
shape of the frequency spectrum features. In additie presented a new pattern classification ndetiadled
the nearest feature line (NFL), which contrasthwiite nearest neighbor (NN) classification. Théoretle of
the NFL is based on the following considerationssdund corresponds to a feature set in the feajaee.
When one sound changes continuously to anothesrresway, it draws a trajectory linking the corresgiog
feature sets in the feature space. The trajectdiesto changes between prototype sounds of the stams
constitute a subspace representing that class.ulliio asound belonging to this class should be ctosthe
subspace but may not be so at the original pro¢styplis experiments show that the NFL method per$or
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better than the nearest neighbor (NN), nearestecefMC), and the 5-NN classifiers, resulting in 40
classification errors when classifying 198 sourelected from the Muscle Fish database.

Several statistical techniques, such as neuralanks, hidden Markov models (HMMSs), or support wect
machines (SVMs), can also be applied to these paeamfor audio classification and categorizatidbmong
these techniques, SVMs, which were proposed by Maf998), have been regarded as a new learning
algorithm for various applications, such as audissification (Guo, G. and S.Z. Li, 2003; ClarksBn,and P.J.
Moreno, 1999) and pattern recognition [11]-[15]. Bing SVMs instead of the NFL method, Guo and20i03)
managed to significantly improve the previous wark classification performance. They achieved asds 16
classification errors in classifying 198 sounds ih6 classes, or an equivalent error rate of 8.1%.

This paper adopts Guo and Li's method and createsmproved audio classification and categorization
system by incorporating additional wavelet funcsi@nd a bottom-up SVM. The improvement can bebated
to better feature extraction and SVM constructavelets (Mallat, S., 1998; Burrus, C.S., 19984 arwidely
used technique that have also been applied to Is@e®taudio feature extraction. In contrast withvamtional
methods using the Fourier transform, the pitchrimfaition (Chen, S.H. and J.F. Wang, 2002) and subpawer
(Hsieh, C.T., 2002) extracted from the wavelet domean improve performance, as shown in various
experimental results. To increase the discrimirtgtaf sounds, the overlap size between windowathés of the
proposed feature extraction algorithm is redesigrsedl a normalization process is carried out d#ature
extraction. It is worth noting that wavelets alsalphthe proposed method in reducing the size off¢héure
vector from (18+2L) to(14+2L) . In addition, thisyper modifies two SVM training parameters—the ugymemd
C and the variance’ of the exponential radial basis function (ERBF)irprove the accuracy of classification.
Experimental results show that our method redusesiimber of classification errors in from 16 (amerate of
8.1%) to 6 (3.0%).

Proposed Method:
The block diagram of the proposed technique isvshim figure 1. It involves two stages to identifye
audio signals
1) Feature Extraction
2) Support vector machine

I7PUT

QUTPTUT
Features .
Fxtraction SVM classifier

Fig. 1:Block diagram of the complete process.

In first stage, the features such as sub band pqiteh frequency, bandwidth, brightness and fesmy
cepstral coefficient are extracted from audio sigha second stage, support vector machine classidir
identifies the audio signals based on the trairsagples. The preprocessing is done before therésatu
extraction. This is used for make the several fiamé&en hamming window method pre-emphasizes #radr
and calculates the power of each frame. If the paxeeeds the certain threshold value, then itidens as a
non silent frame. Otherwise it will consider asilarg frame and it will be neglected. Hence thetdess will
extract from non silent frame.

Feature Extraction :

Several features are extracted from each inputdséu facilitate further classification or categation. In
this paper, a (14+2L)-dimensional feature vectoprieposed for audio classification and categomzatiThe
(14+2L)-dimensional feature vector is constructexinf perceptual features and frequency cepstraficisefts.
Detailed preprocessing and feature extraction psEare described as follows.

A. Preprocessing:

The original audio sounds in Muscle Fish were sa@t 8000 Hz with 16-bit resolution. Each sound is
divided into frames. The frame length is 256 sam@2 ms) with a 192-sample (75%) overlap between
adjacent frames. Due to radiation effects of thenddrom lips, high-frequency components have et low
amplitude, which will influence the capture of teatures at the high end of the spectrum. One simplution
(Chu, W. C., 2003) is to augment the energy of kigh-frequency spectrum. This procedure can be
implemented via a pre-emphasizing filter that iSraml as

Sp =Sp -0.96*S,_; for n=1,......255
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Where g is the nth sample of the frame s a$ip|2 S, . Then, the pre-emphasized frame is Hamming-

windowed by

'=s*h  for =0, 255

With h=0.54-0.46*Cos(Ri/255). The pre-processed frame will be detected msnsilent frame for feature
extraction if the total power is large, i.e.,

_zf(slh)z > 4007
where 400 is an experience value (Li, S.Z., 2000).

B. Feature Extraction From Nonsilent Frames:

The Fourier transform is the most popular methwat maps audio signals from the time domain to the
frequency domain. The wavelet transform (Mallat, F98; Burrus, C.S., 1998) is another choice imyna
previous works. It follows from (Chen, S.H. and.Mfang, 2002; Hsieh, C.T., 2002) that a three-levelelet
transform, as shown in Fig. 1, gives a better perémce for an audio signal with a sampling rat8@d0 Hz.
Hence, this paper applies both Fourier and wavedgisforms to increase the ability to capture prauedio
features.

1) Brief Introduction to the Wavelet Transform:

The waveletransform discussed here is implemented via alfidiek structureA fast discrete algorithm
proposed by Mallat (1998) is shovm Fig.2, where h(n)and g(n) are the analysis I@spandchighpass filters.
In addition, the symbaJ2denotes the downsamplibyg 2.

Fig. 2: Three level wavelet transform.

Let {as(n)}ne. be the input to the analysis filterbarikaen, the outputs of the analysis filterbank aregi
by
200 = X nn =20 *ay,q ) AN (0) = X g(n - 2K) a4 ()

Where gk) and (k) are called the approximation and detail co&ffits of the wavelet decomposition of
a.1(n), respectively. In this paper, the calculatidritee wavelet transform is implemented using thegth-8
orthogonal wavelet introduced by Daubechies (Mal&t{ 1998; Burrus, C.S., 1998). Wavelet transfasm
nothing but a subband coding.

Table 1: List of extracted features.

Feature Type of transform Number of features
Sub band power Wavelet 3
Perceptual Pitch frequency Wavelet 1
Feature Brightness Fourier 1
Bandwidth Fourier 1
Frequency cepstral coefficient (FCC) Fourier L

2) Perceptual and FCC Feature Extractions:

There are in total (6+L) features, shown in Tablelerived from wavelet coefficients and fast Feuri
transform (FFT) coefficients F(u) of each nonsilémime ¢ . The (6+L) features contain perceptual features
and an L- order frequency cepstral coefficient (FCihie detailed extraction process of each fedtugiven in
the following.

a) Subband Power P;.
Three sections of subband power calculated imtneelet domain are used in this paper. hdie the half
sampling frequency. Then, the subband interval§®re/8],[ »/8, w/4] , and [w/4, ®/2], corresponding to the
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approximation and detail coefficientg(lg,dy(k),and d(k) of a given audio sounds&) ,respectively. The
subband power; s calculated by

Py = k2 ()
where 7K) is the corresponding approximation or deta#ftioients of subband.

b) Pitch Frequency f, :

A noise-robust wavelet-based pitch detection netilaised to extract the pitch frequency. The ftage
of the pitch-detection method is to apply the wavdfansform with aliasing compensation to decorepibe
input sound into three subbands. Then, this methakles use of a modified spatial correlation functiwhich
was determined from the approximation signals olethin the previous stage to extract the pitchueegy.

An improved wavelet-based method is developedefdracting pitch information from noisy sounds. It
uses a modified spatial correlation function whishoriginally applied to wavelet based signal deimg to
improve the performance of pitch detection in aspa@nvironment. The modified spatial correlationdiion
needed in the proposed pitch detection method maesf an aliasing compensation algorithm to elate the
aliasing distortion that arises from the down sangpand upsampling operations of the wavelet tiamsf As a
consequence, this allows one to further increas@ticuracy of pitch detection.

c) Brightness w.:
The brightness is the frequency centroid of therfeo transform and is computed as

[0 2 (0] 2
0c = ({)u\F(u)\ du/é\F(u)\ du

d) Bandwidth B:
It is the square root of the power-weighted ageraf the squared difference between the spectral
components and the frequency centroid, i.e.,

o o 2 o 2
B =\/I(u—mc) [FW)| du/ [|F@)| du
0 0

€) Frequency Cepstral Coefficient (FCC):
The L-order coefficients are calculated as
¢ = 21256325 (log oH{u)) cos{n(u - 0.5)w/256),
Where n=1,...., L

C. Feature Vector Formation:

The mean and the standard deviation of each oféhk) features are computed to result in a (12+2L)
dimensional feature vector. Furthermore, the pittio (number of pitched frames/total number ofrfes) and
the silence ratio (number of silent frames/totahber of frames) are added to the above featur@vezform a
(14+2L)-dimensional feature vector.

D. Normalization for Training and Testing:

An experimental audio feature set is partitioneth ia training Set T and a testing set E. The kdetai
partition process is given in Section IV. The tiagnset T can be defined as aff(i4+2L) array of elements
T(i,j), where i is the number of training vectors, and the supsziiand j denote the row and column positions,
respectively.

Support Vector Machine (Svm):

Support vector machine (Pontil, M. and A. Ver®98; Guo, G. and S.Z. Li, 2003) have recently been
proposed as popular tools for learning from expenital data. The reason is that SVMs are much nfteetioe
than other conventional nonparametric classifierg.(the RBF neural networks, nearest neighbor) (Ndarest
center (NC), and the -NN classifier (Schwenker2BQ0) in terms of classification accuracy, compaoiel time,
and stability to parameter setting. They also primvée more effective than the traditional patteroognition
approaches based on the combination of a featleetise procedure and a conventional classifierMS\se a
known kernel function to define a hyperplane inesrtb separate given points into two predefinedsga. An
improved SVM called the soft-margin SVM can tolerainor misclassifications. It is considered torbere
suitable for classification and, therefore, is usethis paper.

A. Introduction to SVMs:
We begin by more accurately characterizing thécapseparating hyperplane by first assuming. we ar
given a set S of N points € R, where each element xi belongs to either of the dlasses given by a labgl y
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€{-1,1}. We would like to find the equation of the/perplane that divides S by leaving all the pointghe
same class on the same side, and maximizing ttendis between the two classes and the hyperplane.
Definition 1. The set S is linearly separablenére exists v€ R" such that
yi(w - X +b)>=1
fori=1,2,...,N
The pair (w,b) defines a hyperplane of equation
w-x+b=0
Let w be the norm of w, then the distance di pbat xi from the hyperplane is
d =(w - %+ b)/w
which combined with the above equations yieldsismum distance of 1/w. However, since our goabis
also maximize the smallest distance. The problembearepresented as
Minimize 1/2w - w
Subjecttoyw - x+b)>=1,i=1,2,...,N

B. Linearly Separable Case:
The above problem pl can be solved by using LagraMultipliers. Assuming o = (a, o 2 ...,
an)represent the N Lagrange multipliers, the probtemomes

L= - 0l) +bl-1
At the saddle point dl/db = dl/dw = 0. Thus cregta new problem called the dual problem
Minimize 1/2_a'Da +Y0;

Subject toy yia; = 0, fora>= 0
where both sums are fori=1, 2, ...., N, and Bri NxN matric such that ;> Y;Y;X;-X;

]
O
[ 3amples O =
with pasiive 4

Margin

- P
latel

O s
.
O e
.
. L
i . Bamoles
: B . with negative o
lahel
3 -
5 . Y *
bd )

Fig. 3: Linear separation.

The onlyas in the above equation are ones that satisfy ahsti@aint (1) with the equality sign. Therefore
most of theus are null, hence making the vector w a linear doatton of relatively small percentage of points.
These points are called support vectors as thagsept only the points in S that are needed tormi@te the
optimal separating hyperplane. The problem of digag a new data point x is now to check the sigmv*x +
b.

C. Linearly Non-Separable Case:

If the points in set S cannot be separated intbdlasses on different sides of a line, OSH cabedbund
as in the linear case. Therefore, N nonnegativabtasé = (&, &, ..., &) are introduced that allow a small
fraction of points in one class to be classifiegfanother side. Equation (1) now becomes

yi[<w,xi>+ b]zl—éi'
fori=1,2,..,N
The generalized problem then becomes

Minimize 1, ,
ZInf +CXé,

subject yi[<w,xi>+b]21—§iv
i=1,2,..,Nand&>=0
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Fig. 5: Feature map can simplify the classification task.

The purpose of C is to act as a regularizatiommpeter. It leads to a more robust solution in #ese that
for small C the OSH maximizes the minimum distabte, and for large C the OSH minimizes the numider o
misclassified points.
Minimize 1/2_a'Da +Y0;
Subject toy y;o; = 0, for O<=<=c
Andi=1,2,..,N
There are three common kernel functions for thdinear feature mapping, shown in Figure. 5
1)ERBF
k(x,x) =exp | —*——"

20°

2) Gaussian function:

k(x,X) = exp {—X_ Xlz]

20°

where parametes? is the variance of the Gaussian function, and

3) polynomial function
“k(x,X) = (<x x'> +l)d

where parameter d is the degree of the polynoriahy classification problems are always separable
feature space and are able to obtain better agcimpasing the Gaussian kernel function than thedr and
polynomial kernel functions (Melgani, F. and L. Brone, 2004; Clarkson, P. and P.J. Moreno, 1999;

Ganapathiraju, A., 2004; Schwenker, F., 2000). RiégeGuo and Li (2003) proposed the ERBF functiarithe
kernel function and produced vastly improved result

D. Multicase Classification in SVMs:
A typical SVM is a two-class classifier that orgags all training sets into two classes, namelysqlass
(+ 1) and minus-class (-1). It has to be augmenti¢ll other strategies to achieve multicase clasatibn. Four
commonly used schemes are given below, and tlamirig and testing complexities are shown in Tadble
One-against-one: Classify between each pair oekas
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ii. One-against-all: Classify between each class drattar remaining classes.

iii. Top-down binary tree: An initial group contains elasses. A recursive process is done to sepanate a
reduce a larger candidate group of classes intadler one until the test pattern is assignedftoa class.

iv. Bottom-up binary tree: A recursive comparison pescis performed between pairs of classes. The class
with a shorter distance from the test patterntaimed for further comparison until the test pattisrassigned to
a final class.

Experimental results:
We performed different sets of experiments witfiedent audio signals. We applied the support vecto

machine algorithm. It classifies the audio signaith less misclassification errors. The result vl displayed

in the form of image and text. The training audignals are taken for train the machine accordinght®
features which is extracted from training sampl&ile testing, the features of test signal is calmd as
shown in figure 6. If test signal is clap, thentéeas are 0.0112 0.0870 1.2642 25.37GQ63. 0.0808
0.4673 0.4376 9.7954. If the test signalde® of Selvaraj, then the features are 0.55287325 1.5020
23.57511.0372 1.0077 1.2725 0.7011 Q/B6

pTeTEY

& The Audio signal is CLAP

_o |

(a) Audio Signal
=0l x|

& The Voice Signal Corresponds to Dr.5elvaraj
(]S |

(b) Voice Signal

Fig. 6: Test Signal.

Conclusion:

In this paper, we are going to guide the people whe hearing impaired. Audio signal is classifad
identified using support vector machine algoritiaven thought many method such as nearest featuge li
nearest neighbor, neural networks, hidden Markowet®o (HMMs) are available, SVM is faster than other
techniques. Experimental results show that our atetieduces the number of classification errors fidn(an
error rate of 8.1%) to 6 (3.0%). The categorizatamturacy of a given audio sound can achieve 97aféb
100%..

REFERENCES

Wood, E., T. Blum, D. Keislar, J. Wheaton, 1996oint-based classification, search and retriefal o
audio,” IEEE Multimedia, 3(3): 27-36.

Li, S.Z., 2000. “Content-based audio classificatand retrieval using the nearest feature line nuktho
IEEE Trans. Speech Audio Process., 8(5): 619-625.

Zhang, T. and C.C.J. Kuo, 2001. “Audio content gsial for online audiovisual data segmentation and
classification,” IEEE Trans. Speech Audio Proce3@l): 441-457.

Lu, L., HJ. Zhang, H. Jiang, 2002. “Content analyer audio classification and segmentation,” IEEE
Trans. Speech Audio Process., 10(7): 504-516.

Guo, G. and S.Z. Li, 2003. “Content-based audigsifecation and retrieval by support vector machjhe
IEEE Trans. Neural Networks, 14(1): 209-215.

Melgani, F. and L. Bruzzone, 2004. “Classificatiohhyperspectral remote sensing images with support
vector machines,” IEEE Trans. Geosci. Remote Sé8¢3): 1778-1790.

Clarkson, P. and P.J. Moreno, 1999. “On the usaipport vector machines for phonetic classificatiam
Proc. IEEE Int. Conf. Acoustics, Speech, SignakPss., 2: 585-588.

Vapnik, V.N., 1998. Statistical Learning Theory.\W&ork: Wiley.

Kecman, V., 2001. Learning and Soft Computing. Cadge, MA: MIT Press.



226 Dr.D.Selvaraj and S.Satheesh kumar, 2016

Australian Journal of Basic and Applied Sciences,d(1) January 2016, Pages: 219-216

Ding, P., Z. Chen, Y. Liu, B. Xu, 2002. “Asymmetiicsupport vector machines and applications incpee
processing,” in Proc. IEEE Int. Conf. Acousticsg8ph, Signal Process., 1: I-73—I-76.

Ganapathiraju, A., J.E. Hamaker, J. Picone, 20@plications of support vector machines to speech
recognition,” IEEE Trans. Signal Process., 52(84&-2355.

Schwenker, F., 2000. “Hierarchical support vect@chines for multi-class pattern recognition,” iro@r
IEEE Fourth Int. Conf. Knowledge-Based Intellig&mtg. Syst. Allied Technologies, 2: 561-565.

Luo, T., K. Kramer, D.B. Goldgof, L.O. Hall, S. Saon, A. Remsen, T. Hopkins, 2004. “Recognizing
plankton images from the shadow image particle ilmgf evaluation recorder,” IEEE Trans. Syst., Man
Cybern.—B: Cybern., 34(4): 1753-1762.

Fenglei, H. and W. Bingxi, 2001. “Text-independspeaker recognition using support vector machiime,”
Proc. Int. Conf. Info-Tech Info-Net, 3: 402—-407.

Pontil, M. and A. Verri, 1998. “Support vector mawds for 3-D object recognition,” IEEE Trans. Paite
Anal. Machine Intell., 20(6): 637—646.

Mallat, S., 1998. A Wavelet Tour of Signal ProcegsiNew York: Academic.

Burrus, C.S., R.A. Gopinath, H. Guo, 1998. Intrathrcto Wavelets and Wavelet Transforms. Englewood
Cliffs, NJ: Prentice-Hall.

Chen, S.H. and J.F. Wang, 2002. “Noise-robust pdekection method using wavelet transform with
aliasing compensation,” Proc. Inst. Elect. EngidfisImage Signal Process., 149(6): 327-334.

Hsieh, C.T., E. Lai, Y.C. Wang, 2002. “Robust sgrefatures based on wavelet transform with apjdinat
to speaker identification,” Proc. Inst. Elect. ENgsion, Image Signal Process., 149(2): 108-114.

Chu, W. C., 2003. Speech Coding Algorithms. Newky Wiley.



